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The Las AlamtIs Accelerator Code Group (IAACG) is a
national resource for members of the accelerator commu—
nity who use aud/or develop dtware for the design and
analysis of particle accek?rators, beam transprt systems,
light sources, storage ringa, and components of these syeP
tema. Below we describe the LMCG’S activities in high
performance computing, maintenance and enhancement of
POISSON/SUPERFISH and related codes and the disaeIR
i.nation of information on the INTERNET.

1. POISSON/SUPERFISH
The L&CG supports the PC version of POISSON, SU-

PERFISH and PA.NDIRA, currently used by several hun-
dred people. POISSON/SUPERFISH is a collection of pm
grams for calculating static magnetic and electric &kls and
radbfrequency electromagnetic fields in either 2-D C-
sian coordinates or tially symmetric cylindrhxd coordi-
nates. The programs generate a triangular mesh fitted to
the boundarks of different materials in the problem geom-
etry. The original version of POISSON/SUPERFISH was
written in the early 1970s by FL F. Holsi.nger from theory
developed by Klaus Halbach[2]. An older UNIX version of
these codes is also still available, but this version IIM not
had any significant development iu the pi st few YWMS.At
PAC93 [1] we d=cribcxl a uew SUPERFISH root finder uud
some other improvements that we had implemented in the
PC version.

Dining the past two years, we have made about 120
chaugea in the codes which include new features, bug 6XFS,
aud other improvements. The mast significant of thew
chatqp include

Run-time memory allocation of all mesh-point srrays
and temporary da@
A more robust meshing algorithm in AUTOMESH,
A new kid-interpolation algorithm that satisiks
boundary conditions for rf, magnetostatic, and elec-
trostatic problems,
AutomatIon and mouse support in the plottlug pw
gram VGAPLOT,
HPGL and PostScript graphlm oupport in all plotting
codes,
Configuration optioua in file SF.INI,
Up to 104ne problem descriptions for better record
keeping,
A utility program for axamhdng contents of the solu-
tlrm file, -

“Work supported by the U,S, De~ment of Euer~, C)tfice of High
Energy Phymlce, Ofb of Sclentlflc Cornputlng, end Oflke of Nuclesr
Phyetcm

. For program developers, a I.in.kablefield-interpulatiou
module for use in userdeveloped ptxt processo rs aud
source code for reading the solution files.

Run-time mmnory allocation meaus that the computers
available memory is the only limit on the maximum prob-
la size. The ccuka require 3 MB or more of memory.
The more memory available, t“le larger the number of mesh
pointa the codes can w to SOI.. problems. We recommend
at least 8 MB of installed FUIM plus at least 100 MB of
disk space for temporary data storage. If there is i.nsti-
cient RAM, SUPERFISH and PANDIR.A write temporary
data w disk. The sise of the temporary U depends upon
the number of mesh points and the ahaFWJof the problem
-W.
The code distribution now includes the programs
PA.NDIRA, a Lnect solver version of POISSON that ak
can handle permanent-magnet materials, and FORCE for
calculating the force on coils and iron elements in magn-
titatic problems. We hope to add the optimizing rmde
MIRT to the package later this year. The complete PC
SUPERFISH distribution contains 26 executable codes,
25,000 lines of on-line documentation, plus input files for
about 50 sample prc: ;ems. These examples include all of
the sample problems from the Reference Manual and Users
Guide [3]. Documentation ~pecific to the PC version resides
on disk. Programs are provided to display the documenta-
tion or produce indexed, pagiuated files suitable for priut-
ing. The installation requires about 13 MB of disk space.
The cud- are compiled from approximately 590,000 Iiues
of FO~RAN source cock

We distribute the PC package, which includes an imital-
lation program, by internet FTP m, upou request, un either
3.5-inch or 5.2$iuch floppy diskettes. Postage for mailiug
diskettes and printed manuals is paid by IAMAlamos Na-
tional Laboratory. Customs charges, if any, are paid by the
recipient. Registered users receive notikation of updates
and bug be by Email. New users caD register and request
access to our FTP seiver by sending their postal acklreas,
phone and f= numbers to SUPERFISHIJ3LANL.GO\’.

11. HIGH PERFORMANCE COMPUTING

Accelerator-driven technologies are now being proposed
to solve problem of national and lntemationl impor-
tance. These technologies have both ecouomic and en-
vironmental irnplkationa. They include Accelerator Pro
ductkm of Trithtm (APT). Accelerator ‘Ihnamutatlou of
Waste (ATW), Accelerator BsMKJConversion of plutonium
(ABC), accelerator-driven production of spallatir.m ueu-
trona for materlaia sc!ence and biological-science researrll,
accelerator driven production of neutrons for fusicm-
materials testing, and accelerator-driven flssh-m-energysys-



terns. All of these projects require next-generation linear
accekrators that operate with extremely low beam hms. A
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Figure. 2. Outk’”: from a direct vlasov/poissoll mu.

-0.02 0.01s -0.01 -0.00s o 0.045 0.01 O.oli 0,01
,181 Iation. The 44meneJ ‘cd distribution function was iut-

grated over & and fi to obte;h the beam density OLIa

Figure. 1. Beam phase space from a 2 million particle 1~1~ IPid.
simulation on the CM-5 (65536 points are plotted). The
outer peanut-dmped set of points were obtained horn the
particlwxwe model.

oretical model ailed the partickcore model of halo evolu-
tion in mismatched beams. This is shown in Figure 1. We
have ahm performed simulations that dealt with the colI-

maximum beam loss in the =cderator of m@Y 10 -s troW~~ iggue of whether of not quadruple focusing cau
per million is required to assure hands-on maintenance ca-
pability. Beam lcmeat tbh low level is due to the pr=ence

cause signi6cant halo formation for matched beam. Our

of a very low density beam halo m large transverse dk
results indicate that breathing due to quadruple focusiug
will not be a problem in the physim regime of the projects

tancea from the core. fn order to predict beam halo with described above, where the ttme depmsion is at worst ap
confidence, one must perform numerical simulations of url-
pmcedented resolution. For example, to have a 10% con-

proximately 50%. Beeidea developing particle simulation

fidence in the number of halo particles, one would need to
codes we are also studying other appmachee to modeling

psrform a simulation that resulted in roughly 100 particles
and predicting beam halo. Fbr example, we have developed

in the halo; but if the halo acamrtted for 10 parts per roil-
a tw~dimensional (four-dimensional phase space) direct
Vlasov-Poisson simulation code. We have performed very

lion, this would mean that the sbnuktion would requ~e a high-lution s~u~tiom on a 12&128x128x128 grid, for
total of 10 million particles. This is a mjor step beyond
the Iinac simulations of the 1980s that typically used only

a total of 268 million grid points. A typical simulation of

10,000 particks.
a beam in a quadruple channel is shown in Figure 2.

The LAACG baa had much success in developing such
At present multi-million particle simulations are the best

means we have to quantitatively predict extremely low
a high-resolution accelerator-modelingmpabW+l]. Stm- beamIMS,w they Me CrUCM to Icndin.g support to the
ing in 1W4, we began using the wvelY w~el CM-S WJdity d propotwd designs.
at the Advanced Computing Laboratory at LANL to per- Since all of our codes are written in the CM FORTRAN
form beam-halo sitntdatlotm The tooh we ~ develop@ prow- _ (a f?O~RAN9@ti language), it will
to model next-generation accelerators provide us with a be ewy to port them to other pIatforrna that support tire
m- to tent new dedgns, test theoretical modeh~ ~d oP data p~el ~-. SO f~ our activltim have em-
timize our designs, phasised twdimensioned modeling. Our future goals are

We have developed and used a twcdhnemdorud pmticl~ ~m~ at m~~~g t~dimemlond (Le. bunched) bearm
Iu-Cell code to model long hams in a Variety of focmng Inc]udbg acceleration.
systems. Using our code, we routinely perform shnulations
with several to ten mllllon particlee. One of our early ap- 111. INFORMATION RESOURCES FOR THE
pllcatlons was to model a mismatched KV beam In a con- ACCELERATOR COMMUNITY ON THE
atantfocudngchannel.We found that when the beam was INTERNET
uustable the charge red&tributed itself in such a way that,
though a halo WM formed, it was bounded, aud furthermore fn October 1994 the LAACG began makhtg information
the extent of the halo was Inexcellent agreement with a the- available vla the World Wide Web (WWW). The tlocu-



menu can be ar- at the address:
< Mp://w.tiv.M.p/dwbq/dtie.titi>.

The published docllmenta provide a variety Ofinforma~ion
of int.emt to the accelerator as wed m other =ientkfic com-
munities. The documents include

s information about the LMCG and ita services,

● ~~~ ~mtbn ofh-t h the tiator com-
mumty,

● extensive list of links to accelemttor laboratorks and
roximately l(n)),inatitutea worldwide (app

. informationrdatal tothe field of electromagnetic field
calculations and information on other computational
tools for accelerator physics,

● online versions of the previously published Accelerator
Code Compendium horn 1990 and a new uptcdate
Code Compendium,

. excerpts from the user-documentation of the cock dis-
tributed by the LAACG,

s an online information service for the 1995 Particle Ac-

celeratorConferena in Dallas, Tbxas.
This new service is well accepted by the scientific commun-
ity. This ia documentd by au average number of 235 ac-
CS= per month with an apprax.irnate monthly use of 1800
documents. 64% of the accesses are from within the USA
and Canada. The rest is predominantly from Europe aud
Japau (based on activiti~ before April 19, 1995).

Table 1: Mast Fhsquently Used services

T
2.
3.
4.
5.
6.
7.
8.
9.

Service
PAC-Conference
Code Croup Services
Electromagnetic
List of Accelerators
General information
POISSON/SUPERFISH
Old Code Compendium
P/S Userguide
New Code Compendium

acceeses
1242
419
297
224
209
163
156
119
109

We encourage the commurtity’~ interaction to help ua im-
prove the aerviam provided on the WWW. Our ma]or iuter-
eatlb in the extemaionof a new online Code Compendium.
The last printed version ia from May 1990. With the rapid
development of cod= and computers tttla compendium IS
outdated, Fbr tide new compendium, the LAACG needs
the community’n Input. At the conference questiom.mim
are avallttble to enter new codes and update information
on entrlee In the old compendium.

We alao net up a FTP-server that down the community
to get the codes distributed by the LAACG over the net-
work without exterudve interaction with us. We still recom-
mend mthacribingto the POISSON/SUPERPfSH malllrtg
list. Thlu b the only way to become aware of bugs, code

corrections or cock upgrades. The FTP-ad& mu be ot~
tained from the new WWW ordine Code Compendium.

Another activity of the code group on the INTERXET iu
mid 1993 led to the creation ofa USENET discussion group
on accelerator physics. The group sci.phgsica.accele rotors
is a diacuasion forum on accelerator physics, beam physics
and general contacts betwen researchers.

Iastly, at the request of the LMCG an electronic
preprint service centered on accelerator physi= has been
created. Such forums allow accem to preprints of pub-
licatim~ bebre they are amilaiile k paperbound jour-
nals. This service ia availabe on the WWW at the LXW:
<http: //xxx.lanLgov/> aa well as by electronic mail and
FTP.
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